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Abstract: This contribution proposes to resolve the EN on supporting LADN for different connectivity models.
1. Discussion
There is a EN in clause 4.2 related to LDNA and connectivity models as following:
Editor's note:
How LADN is applied for EC for these models is FFS.

According to TS 23.501, LADN is defined for a DN that can only access within specific locations.

Local Area Data Network: a DN that is accessible by the UE only in specific locations, that provides connectivity to a specific DNN, and whose availability is provided to the UE.

Which is further specified in the Clause 5.6.5 in TS 23.501.
	5.6.5
Support for Local Area Data Network

The access to a DN via a PDU Session for a LADN is only available in a specific LADN service area. A LADN service area is a set of Tracking Areas. LADN is a service provided by the serving PLMN.


According to LDAN definition and also UE/network behaviour related to accessing a LADN, there is no limitation on whether a LADN should be only deployed locally or not.

A LADN can be deployed locally or remotely or in different places. For example, a LADN for an enterprise can be deployed in both its headquarter and different branches, and the enterprise employees can only access to the LADN when they are located in the different offices of the enterprise.

With the above deployment, all of the connectivity models may be used by UE to access a LADN. Which connectivity model should be used depends on where the servers of the LADN are deployed, and should be orthogonal with whether the DN can be accessed within a specific location or not.

Therefore, the connectivity models should applicable to any DN, including LADN.

It is proposed to remove the Editor's note. 
2. Text Proposal
It is proposed to capture the following changes in TR 23.748.
* * * * First change * * * *

4.2
Connectivity Models for Edge Computing

5GC supports at least following three connectivity models to enable Edge Computing:

-
Distributed Anchor Point: the PDU Session anchor is moved far out in the network, to the local sites. It is the same for all the user PDU session traffic. Re-anchoring (SSC#2 and SSC#3) is used to optimize traffic routing for all applications when moving long distances.

-
Session Breakout: The PDU session has a PDU Session anchor in a central site and a PDU Session anchor in the local site. Only one of them provides the IP anchor point. The Edge Computing application traffic is selectively diverted to the local PDU Session anchor using UL Classifier or multihoming BP technology. Re-anchoring of the local PDU Session anchor is used to optimize traffic routing for locally diverted traffic as the user moves.

-
Multiple PDU sessions: Edge Computing applications use a specific PDU session with the PDU Session anchor in the local site. The rest of applications use a PDU Session with a central PDU Session anchor. The mapping between applications and PDU sessions is steered by the URSP rules. Re-anchoring (SSC#2 and SSC#3) is used to optimize traffic routing for Edge Computing applications as the user moves.


These three connectivity models are illustrated in the figure below:
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Figure 4.2-1: 5GC Connectivity Models for Edge Computing
* * * * End of changes * * * *[image: image2.png]
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